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ABSTRACT 
Recent advancements in machine learning have enabled the development of cutting-edge models for a variety of 

computer vision applications, including sequence prediction. A significant innovation in this field is the use of 

transformer-based models, originally popularized in natural language processing (NLP), for computer vision tasks. 

These transformer models have demonstrated strong performance in various tasks such as sentiment analysis, language 

translation, and caption generation. In the context of medical imaging, autonomous report generation has become 

increasingly vital for improving healthcare delivery. Traditionally, recurrent neural networks (RNNs) have been used 

as decoders to generate captions or reports based on encoded images, while convolutional neural networks (CNNs) 

have served as encoders for extracting spatial features from images. This paper proposes a novel approach that 

leverages pre-trained language transformers as decoders and vanilla image transformer architectures as encoders. To 
assess the efficacy of this approach, an ablation study is conducted using the Indiana University Chest X-Rays dataset. 

The results from the comparative analysis show that the proposed method significantly outperforms existing 

techniques, highlighting the potential of transformer-based models to revolutionize automated report generation in 

medical imaging and potentially extend to other domains. 

 

I. INTRODUCTION 
The creation of cutting-edge models for a 

variety of computer vision applications, including 

sequence prediction, has been made possible by recent 

developments in machine learning. A significant 

innovation has been the use of transformer-based 
models, which were first made prominent in natural 

language processing applications, to computer vision 

issues. These transformer-based models have shown to 

be quite effective at a variety of tasks, including 

sentiment analysis, language translation, and caption 

creation. Autonomous report production is becoming 

more necessary in the field of medical imaging, which 

can significantly affect the provision of healthcare. 

Historically, recurrent neural networks (RNN) have been 

used as decoders to produce captions or reports based on 

the encoded picture, whereas convolutional neural 
networks (CNN) have been used as encoders to extract 

spatial information from graphics. 

The suggested approach uses a variety of pre-trained 

language transformers as decoders and pre-trained 

vanilla image transformer topologies as encoders. In 

order to evaluate the efficacy of the suggested technique 

across several assessment parameters, ablation research 

is carried out using the Indiana University Chest X-Rays 

dataset. According to the comparison study, the 

suggested methodology outperforms current methods by 

a significant margin, underscoring the potential of 

transformer-based models to change automated report 
production in medical imaging and maybe other fields. 

Train the whole network, transfer learning and 

classification. In this work, the trained networks Mobile 

Net are used to study their performance cardiovascular 

disease detection. 

 

OBJECTIVE 
With an emphasis on medical imaging and automated 

report synthesis, the project's goal is to assess and 

illustrate the efficacy of employing transformer 

architecture as both an encoder and a decoder in text or 

report writing activities. In addition to examining the 

potential of transformer-based decoders in producing 

precise and contextually relevant captions or reports 

from encoded image features, the project looks at how 

well transformer-based models capture spatial 

information from medical images in comparison to 

conventional convolutional neural network (CNN) 
encoders. Using the Indiana University Chest X-Rays 

dataset, the project also aims to run an ablation research 

in order to assess the effectiveness of the suggested 

technique using a number of assessment measures, 

including accuracy, precision, recall, and F1 score. To 

evaluate the possibility of the suggested method for 

improving the caliber and effectiveness of automated 

report production in medical imaging applications, the 

research will compare it with current CNN-RNN 

designs. In the end, the research seeks to illustrate the 

usefulness and influence of transformer architecture in 

healthcare and related fields by offering insightful 
information about the advantages and disadvantages of 
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using it to caption or report writing tasks for medical 

imaging. 

  

II. PROBLEM STATEMENT   

The growing demand for automated and efficient 
medical report generation in healthcare necessitates the 

development of advanced models capable of generating 

accurate and comprehensive reports from medical 

images. Traditional approaches have relied on recurrent 

neural networks (RNNs) as decoders and convolutional 

neural networks (CNNs) as encoders for generating 

captions or reports based on image data. However, these 

methods have limitations in terms of accuracy, 

scalability, and interpretability. With the recent success 

of transformer-based models in natural language 

processing tasks such as language translation, sentiment 

analysis, and caption generation, there is a compelling 
opportunity to explore their application in medical image 

report generation. 

 

EXISTING SYSTEM 

When someone suggested using CNN-RNN 

architecture to create captions for photos, the process of 

creating medical reports began. But these findings were 

vague and overly basic. Attention was introduced and 

models like as RNN and CNN employed attention as 

more work was done in the field. Results were much 

better with this model. The invention of Transformers 
began. It is just attention-focused and devoid of 

convolution and repetition. Using several encoder and 

decoder layers and Multi Attention Self-attention 

(MSA), it outperformed earlier language models. 

Transformers are utilized not just with text but also with 

images, where they have shown to be more effective than 

many current methods for certain tasks 

Disadvantage of Existing System 
 Consistency was not maintained. 

 Intricacy is high. 

 

PROPOSED SYSTEM 
The process of creating a diagnostic report is 

essentially an image-to-sequence issue with pixels as 

inputs. Finds, impressions, and tags make up a 

comprehensive diagnostic report. Prior approaches 

employ a multi-tier structure. Each chest x-ray picture 

has predicted labels generated by a multiclass 

classification using the tags as labels. The right 

description is applied following a semantic analysis of 

the image. The reports contain descriptions that are many 

sentences lengthy, and the quality and correctness of the 

report depend heavily on their development. To address 
this issue, numerous LSTM network-based solutions 

have been put forth, including. However, CNN is unable 

to encode all features in latent space, and report 

descriptions are lengthy sentences, which affects the 

accuracy of reports produced by LSTM. 

Advantages of Proposed System 
 LSTMs are excellent at recalling crucial details. 

 Accurate machine training is possible;  

 It can comprehend sentence context or forecast 

future values in data. 
 Effective transfer learning and adaptability to new 

datasets or applications are made possible by it. 

 

III. RELATED WORKS 
Several research have investigated the 

application of deep learning models to medical picture 

processing and report production. Traditionally, 

convolutional neural networks (CNNs) were used to 

extract spatial characteristics from medical pictures, 

whilst recurrent neural networks (RNNs) were used as 

decoders to provide textual descriptions or reports. These 

techniques have proven effective in a variety of 
applications, including creating radiology reports from 

chest X-rays and CT scans. Zhang et al. (2017), for 

example, introduced an approach that combines CNNs 

for feature extraction with long short-term memory 

(LSTM) networks to generate medical captions, 

illustrating the possibility of merging image processing 

and language models for medical report production. 

However, these traditional approaches struggle to handle 

long-range relationships in the image-to-text production 

process.  

 

IV. METHODOLOGY OF PROJECT 
This project's approach consists of many important steps, 

starting with dataset preparation and progressing through 

model creation, pre-training, fine-tuning, and 

assessment. First, the Indiana University Chest X-Rays 

dataset is pre-processed, with pictures scaled and 

normalized, as well as medical reports cleaned and 

tokenized for model compatibility. The model 

architecture includes an image encoder (ViT) that 

extracts features from X-ray pictures, as well as a text 

decoder that generates medical reports based on the 

retrieved characteristics. The ViT model is fine-tuned on 
the dataset to adapt to the unique characteristics of 

medical imaging, whilst the language transformer is fine-

tuned on medical reports to provide contextually relevant 

descriptions. Both models are originally pre-trained on 

large generic datasets to boost their generalization 

capabilities. 

 

MODULE DESCRIPTION:  

Data Collection: 

In feature-based methods, various features of the website 

we have to collect the ECG images dataset. These 
features are then used to train deep learning models to 

detect cardiovascular diseases 
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Dataset: 

In the first module, we developed the system to get the 

input dataset for the training and testing purpose. Dataset 

is given in the model folder. The dataset consists of 1377 

ECG images. 
 

Importing the necessary libraries: 

We will be using Python language for this. First, we will 

import the necessary libraries such as keras for building 

the main model, sklearn for splitting the training and test 

data, PIL for converting the images into array of numbers 

and other libraries such as pandas, NumPy, matplotlib 

and TensorFlow. 

 

Retrieving the images: 

We will retrieve the images and their labels. Then resize 

the images to (224,224) as all images should have same 
size for recognition. Then convert the images into 

NumPy array 

 

Splitting the dataset: 

Split the dataset into train and test. 80% train data and 

20% test data. 

 

Building the model: 

    The concept of convolutional neural networks is very 

successful in image recognition. The key part to 

understand, which distinguishes CNN from traditional 
neural networks, is the convolution operation. Having an 

image at the input, CNN scans it many times to look for 

certain features and give the performance score depends 

on that score only predict  

Person can have diseases or not. 

 

Saving the Trained Model: 

Once you’re confident enough to take your trained and 

tested model into the production-ready environment, the 

first step is to save it into a .h5. 

 

V. ALGORITHM USED IN PROJECT 

Vision Transformer(LSTM) 

The suggested system may learn hierarchical 

representations of chest X-ray images by including ViT, 

which captures both global context and fine-grained 

information that are essential for precise diagnosis and 

report production. In order to overcome CNNs' 

limitations in encoding full image features in the latent 

space, ViT's self-attention technique enables it to attend 

to pertinent picture regions and semantic information. 

Through this integration, the system may produce 

descriptions that are more contextually relevant and 
informative, increasing the overall accuracy and quality 

of diagnostic reports produced for medical imaging 

applications. 

 

 

DATA FLOW DIAGRAM 

 

DATA FLOW DIAGRAM 

Level 0 

 
 

Level 1 

Fig5 Data Flow Diagram 

 

VI. SYSTEM ARCHITECTURE 

 
Fig6: System Architecture 

 

http://www.ijesat.com/


International Journal of Engineering Science and Advanced Technology (IJESAT)                          

Vol 24 Issue 12, DEC, 2024 

ISSN No: 2250-3676   www.ijesat.com Page | 35  

VII. RESULTS  

 

 
7.1 Medical report generation 

 

 
7.2 Upload image page 

 

 
7.3 Generated medical reported image 

 

VIII. FUTURE ENHANCEMENT 

The system's capabilities and impact can be 

increased by focusing on a few crucial areas for future 
improvements in the chest X-ray image analysis and 

diagnostic report production system. First of all, a 

comprehensive patient profile can be created by 

combining multi-modal data sources such as medical 

history, patient demographics, and additional diagnostic 

testing. This improves diagnostic precision and allows 

for more individualized treatment. Clinical professionals 

can make better decisions by enhancing interpretability 

and emphasizing important aspects in images and 

generated reports by integrating attention processes into 

deep learning models like ViT and LSTM. Data 

annotation needs can be decreased by improving model 
performance and adaptation to domain-specific 

subtleties through the use of transfer learning and fine-

tuning pre-trained models on particular medical datasets. 

It is possible to create interactive visualization tools that 

will make it easier for physicians and AI systems to 

collaborate and explore model outputs intuitively. Report 

content can be improved by developing NLP skills for 

semantic comprehension and contextual reasoning, and 

clinical workflows can benefit from real-time decision 

support integration, which provides instant insights. In 

conclusion, it is still critical to address ethical and 

regulatory issues, making sure that patient privacy, bias 
reduction, and model explainability are given top priority 

for the appropriate application of AI in healthcare. 

 

IX.  CONCLUSION 

To sum up, the improvement that has been 

suggested for the system that analyzes chest X-ray 

images and generates diagnostic reports is intended to 

greatly expand its functionality and clinical application. 

Higher accuracy and greater adaptability to a range of 

patient profiles can be attained by the system through the 

integration of multi-modal data, the use of attention 
mechanisms, and the tuning of models through transfer 

learning. Enhancing the user experience and enabling 

smooth incorporation into clinical workflows are 

interactive visualization tools and real-time decision 

assistance elements. Deploying ethical and reliable AI 

solutions in healthcare also requires improving natural 

language processing (NLP) techniques for semantic 

comprehension and making sure that regulations and 

ethics are followed. All things considered, there is 

considerable potential for these upcoming developments 

to improve patient outcomes, diagnostic precision, and 

the general effectiveness of healthcare delivery. 
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