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ABSTRACT 

Recently, machine learning has become a hot 

research topic. Therefore, this study investi-

gates the interaction between software engi-

neering and machine learning within the con-

text of health systems. We proposed a novel 

framework for health informatics: the frame-

work and methodology of software engineer-

ing for machine learning in health informat-

ics (SEMLHI). The SEMLHI framework in-

cludes four modules (software, machine 

learning, machine learning algorithms, and 

health informatics data) that organize the 

tasks in the framework using a SEMLHI 

methodology, thereby enabling researchers 

and developers to analyze health informatics 

software from an engineering perspective and 

providing developers with a new road map 

for designing health applications with system 

functions and software implementations. Our 

novel approach sheds light on its features and 

allows users to study and analyze the user re-

quirements and determine both the function 

of objects related to the system and the ma-

chine learning algorithms that must be ap-

plied to the dataset. Our dataset used in this 

research consists of real data and was origi-

nally collected from a hospital run by the Pal-

estine government covering the last three 

years. The SEMLHI methodology includes 

seven phases: designing, implementing, 

maintaining and defining workflows; struc-

turing information; ensuring security and pri-

vacy; performance testing and evaluation; 

and releasing the software applications. 

INDEX TERMS: Health dataset analysis, 

machine learning, methodology, software de-

velopment management, software engineer-

ing. 

1. INTRODUCTION 

The field of health informatics (HI) aims to 

provide a large-scale linkage among dispar-

ate ideas. Normally, a healthcare dataset is 

found to be incomplete and noisy; as a result, 

reading data from dataset linkage tradition-

ally fails within the discipline of software en-

gineering. Machine learning (ML) is a rap-

idly maturing branch of computer science 

since it can store data on a large scale. Many 

ML tools can be used to analyze data and 

yield knowledge that can improve the quality 

of work for both staff and doctors; however, 

for developers, there is currently no method-

ology that can be used. Regarding software 

engineering, there has been a lack of ap-

proaches to evaluating which software engi-

neering tasks are better performed by auto-

mation and which require human involve-

ment or human-in-the-loop approaches [1]. 
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Big data has many challenges regarding anal-

ysis challenges for real-world big data [2], in-

cluding OLAP mass data, mass data protec-

tion, mass data survey and mass data dissem-

ination. 

Recently, a set of frameworks have 

been used to develop data analysis tools such 

as Win-CASE [3] and SAM [4]. The market 

has vast data analysis tools that can discover 

interesting patterns and hidden relationships 

to support decision makers [5]. BKMR used 

the R package as a statistical approach on 

health effects to estimate the multivariable 

exposure-response function [6]. 

Augmentor included the Python im-

age library for augmentation [7], while for the 

visualization of medical treatment plans and 

patient data, CareVis was used [8], as it was 

designed for this task. Other applications re-

quire a visual interface using COQUITO [9]. 

For health-care data analytics, the widely 

known 3P tools [10] were used. Many simple 

applications, such as WEKA, which provided 

a GUI for many machine learning algorithms 

[11], while Apache Spark was used for the 

cluster computing framework [12], are pow-

erful systems that can used in various appli-

cations for solving problems using big data 

and machine learning [13]. Table 1 summa-

rizes the main tools used for big data in ana-

lytics according with respect to the task. Soft-

ware engineering for machine learning appli-

cations (SEMLA) discusses the challenges, 

new insights, and practical ideas regarding 

the engineering of ML and artificial engi-

neering (AI) [14]. NSGA-II proposed algo-

rithms for real-world applications that in-

clude more than one objective function for 

enhancing performance in terms of both di-

versity and convergence [15]. ML algorithms 

in clinical genomics generally come in three 

main forms: supervised, unsupervised and 

semi-supervised [16]. Interflow system re-

quirement analysis (ISRA) has been used to 

determine the system requirements [17]. 

Electronic healthcare (eHealth) frameworks 

have replaced traditional medical frame-

works to improve mobile healthcare 

(mHealth) and enable patient-to-physician 

and patient-to-patient interactions to achieve 

improved healthcare and quality of life (QoL) 

. Big data and IoT have been used for improv-

ing the efficiency of m-health systems by pre-

dicting potential life-threatening conditions 

during the early stages. Intelligent IoT 

eHealth solutions enable healthcare profes-

sionals to monitor health-related data contin-

uously and provide real-time actionable in-

sights used to support decision making. 

Machine learning is a field of soft-

ware engineering that frequently utilizes fac-

tual procedures to enable PCs to “learn” by 

using information from saved datasets. Unsu-

pervised or information mining focuses more 

on exploratory information investigation and 

is known as learning supported by data ana-

lytics. Patient laboratory test queue manage-

ment and wait time prediction are a challeng-

ing and complicated job. Because each pa-

tient might require different phase operations 

(tasks), such as a check-up, various tests, e.g., 

a sugar level test or blood test, X-rays or sur-

gery, each task can consider different medical 

tests, from 0 to N , for each patient according 

to their condition. 

In this article, based on a grounded 

theory methodology [21], the researchers 
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proposed a novel methodology, SEMLHI, in 

developing a framework by defining the re-

search problem and methodology for the de-

velopers. The SEMLHI framework includes 

a theoretical framework to support research 

and design activities that incorporate existing 

knowledge. The SEMLHI framework was 

composed of four components that help de-

velopers observe the health application flow 

from the main module to submodules to run 

and validate specific tasks. This enables mul-

tiple developers to work on different modules 

of the application simultaneously. The SEM-

LHI framework supports the methodological 

approach to conducting research on health in-

formatics. It also supports a structure that 

presents a common set of ML terminology to 

use, compare, measure, and design software 

systems in the area of health. This creates a 

space whereby SE and ML experts can work 

on a specific methodological approach to en-

able health informatics software develop-

ment teams to integrate the ML model lifecy-

cle. Our methodology was applicable to cur-

rent systems or in the development of new 

systems that use the ML module for current 

systems, which can be used in regular up-

dates to add data to the system, to perform ir-

regular updates and to add new features such 

as new versions of ICD diagnosis codes, mi-

nor model improvements for bug fixes, new 

functionalities required by the client, and new 

hardware or architectural constraints. 

2. LITERATURE SURVEY 

Interactive machine learning: Experi-

mental evidence for the human in the algo-

rithmic loop 

Recent advances in automatic machine learn-

ing (aML) allow solving problems without 

any human intervention. However, some-

times a human-in-the-loop can be beneficial 

in solving computationally hard problems. In 

this paper we provide new experimental in-

sights on how we can improve computational 

intelligence by complementing it with human 

intelligence in an interactive machine learn-

ing approach (iML). For this purpose, we 

used the Ant Colony Optimization (ACO) 

framework, because this fosters multi-agent 

approaches with human agents in the loop. 

We propose unification between the human 

intelligence and interaction skills and the 

computational power of an artificial system. 

The ACO framework is used on a case study 

solving the Traveling Salesman Problem, be-

cause of its many practical implications, e.g. 

in the medical domain. We used ACO due to 

the fact that it is one of the best algorithms 

used in many applied intelligence problems. 

For the evaluation we used gamification, i.e. 

we implemented a snake-like game called 

Traveling Snakesman with the MAX–MIN 

Ant System (MMAS) in the background. We 

extended the MMAS–Algorithm in a way, 

that the human can directly interact and influ-

ence the ants. This is done by “traveling” 

with the snake across the graph. Each time 

the human travels over an ant, the current 

pheromone value of the edge is multiplied by 

5. This manipulation has an impact on the 

ant’s behavior (the probability that this edge 

is taken by the ant increases). The results 

show that the humans performing one tour 

through the graphs have a significant impact 

on the shortest path found by the MMAS. 

Consequently, our experiment demonstrates 

that in our case human intelligence can posi-

tively influence machine intelligence. To the 
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best of our knowledge this is the first study of 

this kind. 

Big data challenges and achievements: Ap-

plications on smart cities and energy sec-

tor 

In this paper, the Big Data challenges and the 

processing is analyzed, recently great atten-

tion has been paid to the challenges for great 

data, largely due to the wide spread of appli-

cations and systems used in real life, such as 

presentation, modeling, processing and large 

(often unlimited) data storage. Mass Data 

Survey, OLAP Mass Data, Mass Data Dis-

semination and Mass Data Protection. Conse-

quently, we focus on further research trends 

and, as a default, we will explore a future re-

search challenge research project in this area 

of research. 

CASE: A framework for computer sup-

ported outbreak detection 

In computer supported outbreak detec-

tion, a statistical method is applied to a col-

lection of cases to detect any excess cases for 

a particular disease. Whether a detected aber-

ration is a true outbreak is decided by a hu-

man expert. We present a technical frame-

work designed and implemented at the Swe-

dish Institute for Infectious Disease Control 

for computer supported outbreak detection, 

where a database of case reports for a large 

number of infectious diseases can be pro-

cessed using one or more statistical methods 

selected by the user. Based on case infor-

mation, such as diagnosis and date, different 

statistical algorithms for detecting outbreaks 

can be applied, both on the disease level and 

the subtype level. The parameter settings for 

the algorithms can be configured inde-

pendently for different diagnoses using the 

provided graphical interface. Input genera-

tors and output parsers are also provided for 

all supported algorithms. If an outbreak sig-

nal is detected, an email notification is sent to 

the persons listed as receivers for that partic-

ular disease. The framework is available as 

open source software, licensed under GNU 

General Public License Version 3. By mak-

ing the code open source, we wish to encour-

age others to contribute to the future develop-

ment of computer supported outbreak detec-

tion systems, and in particular to the develop-

ment of the CASE framework. 

3. EXISTING SYSTEM: 

Normally, a healthcare dataset is found to be 

incomplete and noisy; as a result, reading 

data from dataset linkage traditionally fails 

within the discipline of software engineering. 

Machine learning (ML) is a rapidly maturing 

branch of computer science since it can store 

data on a large scale. Many ML tools can be 

used to analyze data and yield knowledge that 

can improve the quality of work for both staff 

and doctors; however, for developers, there is 

currently no methodology that can be used. 

Regarding software engineering, there has 

been a lack of approaches to evaluating 

which software engineering tasks are better 

performed by automation and which require 

human involvement or human-in-the-loop 

approaches. 

DISADVANTAGES OF EXISTING SYS-

TEM: 

 Regarding software engineering, 

there has been a lack of approaches to 

evaluating which software engineer-

http://www.ijesat.com/


International Journal of Engineering Science and Advanced Technology (IJESAT)                          
Vol 24 Issue 05, MAY, 2024 

ISSN No: 2250-3676   www.ijesat.com Page | 259 

ing tasks are better performed by au-

tomation and which require human 

involvement or human-in-the-loop 

approaches. 

4. PROPOSED SYSTEM: 

In propose paper author is combining Soft-

ware Engineering and Machine Learning al-

gorithms to improve disease prediction in 

health care systems and to minimize time 

taken to predict disease as we don’t have 

enough hospitals or bed to accommodate 

growing number of patients and we can solve 

this problem of predicting disease with less 

time by employing software and machine 

learning algorithms. Propose paper concept is 

known as SEMLHI (where SE refers to soft-

ware and ML refers to machine learning and 

HI refers to health data). 

 

ADVANTAGES OF PROPOSED SYS-

TEM: 

 Advance machine learning algorithm 

called EXTREME LEARNING MA-

CHINE (EML) and this EML algo-

rithm is giving better prediction result 

compare to propose paper algorithms. 

SYSTEM ARCHITECTURE 

 

 

 

5. MODULES DESCRIPTION 

 

Health Informatics Data:  

To predict any disease we need to build 

Machine Learning models by using datasets 

and this datasets often contains missing data, 

null and non-numeric data and this type of 

data could degrade ML prediction accuracy 

and to overcome from this problem author is 

applying PREPROCESSING on health care 

data to remove all missing and null values 

and then convert non-numeric data to nu-

meric data by applying python SKLEARN 

PREPROCESSING classes. Often this da-

taset may contains unnecessary columns or 

attributes and to remove this attributes author 

applying dimensionality reduction algorithm 

called PCA. PCA (principal component anal-

ysis) remove unnecessary attributes from da-

taset and maintain only important attributes 

necessary to make correct prediction. 

ML Algorithms: In this module author using 

various machine learning algorithms such as 

Linear SVC, Multinomial Naïve Bayes, Ran-

dom Forest, Logistic Regression and KNN. 

This algorithm train itself with available da-

tasets and then generate a train model and 

then this train model will be applied on new 

test data to perform prediction. By using 

above algorithms we can make machine to 

learn and perform prediction without any hu-

man supports. 

Machine Algorithm Model: Once after 

building above models then we can apply 

new test data on this model to predict whether 

patient lab reports are positive or negative. 
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Software: This module used by developers 

to check reliability of above modules by ap-

plying software quality check, UNIT TEST-

ING and software verification. 

6. SCREEN SHOTS 
To run project double click on run.bat file to 

get below screen shots 

 

In above screen click on ‘Upload Healthcare 

Dataset’ button to upload dataset 

 

In above screen selecting and uploading dia-

betes dataset and then click on ‘Open’ button 

to load dataset and to get below screen 

 

In above screen dataset loaded and in below 

screen of dataset we can see there is last label 

‘Class’ which contains values as 0 and 1 

where 0 means that lab values contains no 

disease and 1 means that lab values contains 

disease 

 

In above dataset screen all values are the lab 

report values and ‘Class’ value contains 0 or 

1 and ML algorithm will train with above lab 

report values and Class Value and then gen-

erate a model. Generated train model we will 

apply on below test data to predict class label. 

In below test dataset we can see there is no 

Class label column and ML will predict Class 

label by using alone lab values. See below 

test values 

http://www.ijesat.com/


International Journal of Engineering Science and Advanced Technology (IJESAT)                          
Vol 24 Issue 05, MAY, 2024 

ISSN No: 2250-3676   www.ijesat.com Page | 261 

 

In above test lab report values there is no 

Class label. Now go back to output screen 

and then click on ‘Run Health Data Prepro-

cessing’ button to remove missing values and 

then apply PCA dimensionality algorithm to 

get below graph 

 

In above graph in top we can see names of 

columns and in boxes values with minus 

symbols are not important and only positive 

column values are important and ML algo-

rithm will train only with positive values and 

now close above graph to get below screen 

 

In above screen after applying pre-processing 

and PCA we got total records as 768 and ap-

plication using 614 records to train ML algo-

rithms and to generate model and then used 

154 records to test that trained model and to 

calculate prediction accuracy. Now both train 

and test data is ready and now click on ‘Run 

Machine Learning Algorithms’ button to start 

training all ML algorithms on train and test 

data 

 

In above graph green colour dots are the rec-

ords which contains no disease and red colour 

dots are the records which contains disease 

and this graph generated for all 154 test rec-

ords. Now close above graph to see all ML 

prediction accuracy 
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In above screen we can see prediction accu-

racy of each algorithm and from all algo-

rithms extension Extreme Machine Learning 

is giving good prediction accuracy and now 

all ML algorithms are ready with trained 

model and now click on ‘Predict Machine Al-

gorithm Model’ button to upload new test 

records and then ML will predict whether 

new test records contains positive or negative 

disease 

 

In above screen selecting and uploading 

‘test.csv’ file and then click on ‘Open’ button 

to load test data and to get below prediction 

result 

 

In above screen for each test lab record ML 

predict whether disease is positive or nega-

tive. Now click on ‘Accuracy Comparison 

Graph’ button to get below graph 

 

In above graph x-axis represents ML algo-

rithm names and y-axis represents accuracy 

of all those algorithms and from above graph 

we can conclude that extension EML is giv-

ing better accuracy and now click on ‘Soft-

ware Testing’ to check all ML are working 

properly and to get below screen 

 

In above screen if all ML algorithms are 

working properly then we will get tests result 

as OK 
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7. CONCLUSION 

This article addressed an important HI with 

ML topic in software engineering by propos-

ing an efficient new method approach related 

to software engineering, identified in prior re-

search studies, using original data sets col-

lected during the last 3 years from a Palestine 

hospital. This methodology allows develop-

ers to analyze and develop software for the 

HI model and create a space in which soft-

ware engineering and ML experts can work 

together on the ML model life-cycle, espe-

cially in the health field. This manuscript pro-

posed a framework that included a theoretical 

framework composed of four modules (soft-

ware, ML model, ML algorithms, and HI 

data). The new methodology was compared 

between three system engineering methods: 

Vee, Agile and SEMLHI. The results showed 

the delivery of the new methodology for one-

shot delivery. For the MAM component on 

the SEMLHI framework, laboratory test re-

sults were obtained using five algorithms to 

test the accuracy of the ICD-10 results using 

equations and to evaluate the accuracy of the 

ML models with a sample size of 750 pa-

tients. The results for MAM showed that the 

SVG was approximately 0.57. 

Future Enhancement: 

 Further We implement other ML algorithm 

for  train data and increase prediction accu-

racy of each algorithm . 
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